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SUMMARY

This paper considers the question of utilization of the method of ex-
pansion in series by powers for the solution of systems of ordinary differ-
ential equations. The fundamental principles are expounded for the program-
ming of actions with series. The possibilities are discussed of practical
application of - specialized program for actions with series during the solu-
tion of certain problems by means of a computer.

%
* *

1. Solution of a System of Ordinary Differentiel Equations
by the Method of Expansion in Power Series

When resolving systems of ordinary differential equations one often uti-
lizes also the method of expansion of the functions sought for in power series
of which the coefficients are determined from systems of algebraic equations.
The series obtained constitute the solution of a system of differential equa-
tions within the smallest series convergence interval. The difficulties with
which the determination of coefficients is beset at great powers of the inde-
pendent variable are a shortcoming of the given method; this, however, is ap-
parently the only possibility of finding a numerical solution. Thus, expanding
the function searched for in series by powers, one may seek the solution in the
neighborhood of singular points of some form, while this can not be done at
numerical integration by steps.

Let a system be given of ordinary nonlinear differential equations, con-
sisting of k equations of first order:

1"1[1"0 U1y «+sy U, yl’v sevy !/h'] = Ov
ey

1";.[13, Yty « v oy Yn, !/1', N yh’] = (.

* per request.



I't should be noted that the principles of programming described in this paper
arc also applicable to equations of higher order; however, the author hesitates
i formulating the condition of applicability of these principles to be imposed
on the system of cquations.

Let us represent  the functions sought for in the ncighborhood of the
point x, in the form of series with yet indeterminate coefficients (method
of indeterminate coefficients):

nlz] = po+yu(z—20) + ...+ yin(z — )" ... ,

AT = ot U — 20 4 o e .

We shal% substitute (2) into (1) and group the terms with identical powers .
X — Xg):

o Fio+ Fiy(z — 20) + oo+ Fin(z — o)™ + ... == 0,

Fyo+ Fay(z —a0) - ...+ Frn(z —2)"+...=0

The obtained system of identities is idempotent to the system of alge-
braic equations

F10='F||=-..='F|n=...=0,
rho Fm—...=["k,,=...==0.

In the following we shall consider only those systems (1)in which upon
the indicated transformations F;, depend only on y.., where s=<n, 1</
< k (a fairly broad class of systems of equations s;%lsfy the last condition).
In thls case we may break down the infinite system of algebraic equations into
a set of systems by k equations in each one, and subsequently find coefficients
of still greater ordinal number:

Fulyw, --o, yne]l = ... =" Fuolyso, ..., yne] =0, (30)
FH[!/!O.:- oy Yhoy Y1ty o ooy ym] =...,= Fm[yuo. ceey R0y Y11y o0 ny, yu) = 0,
F|n[y10,..., th, Yty o ooy YRty ooy Yiny o o !/lm] = ... = th[!/lo,

Co RO Wy e UKL e ey - Ynn ] =0, (3n)

In the interval of series convergence the solution of the system (3) is idem-
potent to the solution of system (1).

If the point x, is not singular, system (3%) is a system of identities and
Yig » where 1 << i <<k, must be assigned as initial conditions. If the point x,
is <1nqular (we have in mind a singular point in the neighborhood of which
the solution may be expanded in series along certain exclusive directions),
at least part of equations of system (3°) is not fulfilled identically.




In this case some of the coefficients y;, are given as initial conditions,
the remaining ones being determined from (39). Beginning with (31), the
coefficients of the series are found from the corresponding systems of equa-
tions, whereupon it is indifferent whether or not the point x, is singular.

As a rule, Eqs.(31), where i > 1, are linear relative to yj;, where
1=Zj<k In order to facilitate the expounding we shall preciSely deal
with such systems. The last condition is not essential. If it is not ful-
filled, all the tollowing is valid beginning with a certain system (31),

where 1 > 1. »

The transition from the system (1) of differential equations to the
system )3) of algebraic equations is extremely cumbersome. At great j the
analytical expressions for the coefficients yjj are very complex, and only
for certain particular cases one may succeed it finding recurrent dependences
facilitating the computation of the coefficients. The contemporary computing
technology offers us new possibilities for the solution of systems of differ-
ential cquations. Quick-response computers may not only conduct calculations
according to before-hand programmed formulas, but also assume the task of
composing the formulas and the computation circuits.

A series of national as well as foreign works have been devoted to the
conducting of analytical calculations with the aid of electronic computers.
We shall note, in particular, the work [1], devoted to the working out of
layout symbolics.

2. Representation of Series in the Storage of the Computer

We shall bring forth the list of operations required for the solution
of the system (1) of differential equations by the method of expansion in
power serics: 1) representation of the solution sought for in the form of
series with unknown coefficients; 2) substitution of the series into the sys-
tem of differential equations and performance of all actions foreseen by the
left-hand parts; 3) grouping of terms with identical powers (x — xg) and
obtaining the system of algebraic equations; 4) solution of the system of
algebraic cquations, determination of the coefficients,

The cocfficients y;:, where 1 <i <k, are found in sequence: first Yiy s
then y;  and so forth (wé consider that y; are determined). Assume that all
the yi-“aro known for 0 <<j < (m--1). We are required to determine yj,. To
that” ¢t fect there is no requirement of retaining during actions with tﬂe series
of terms with powers (x — x4) greater than m. Each action with series should
be attended by grouping the terms with identical powers (x — x4), i. e. 2) and
3) must be fulfilled simultaneously. As a result of the operations performed
all Eqs.(3)), where 0<<j<< (m—1), will be satisfied identically, while (3M)
will be representing the system of alebraic linear equations for the determi-
nation of yijp.



We shall write the functions y;[x] sought for in the form of polynomials:

yilz] = yo +yu(x — 20) + ...+ Yim-n(z — 2o) ™ + Yim(T — 20) ™, @)
4

.’/Ic[-t] = Yno + I/hl(z —Zo) + ...+ Unim-y (T — o)™ + Yam (.‘C —Zo)™;
here y;; arc known for j ¢ (m — 1), and Yim are unknown. During actions with
polynom{uls (upon grouping and rejecting the powers (X — X,} > m) we obtain
cach time certain intermediate polynomials of m-th power:

Am[.l'] =Ao+Ag(.t——J'o)+...+Am_,(_z__ro)m—l+ (5)
+ (Amo -+ Aml!/lm + et Amh.’/hm) (3; —_ xo)m'

where do, Ay ooy Aoy, Ao, Amt, ..., Amn are known and ¥im, ..., ¥am are unknown. We

sarall represent the polynomials Ap[x] in the storage of the computer in the

form ol a scquence of codes: .

[(l]=Amh--°v[a+k_—~1]=Amhv [a+k]=A°' (6)
l[at+k4+1] =A ..., la+k+m—1] =Auy, [a+k+m] = Ay,
fa+bk+m+41]=0,...,[a+k+M] =0
Here M is the maximum power (X — Xg), to which we wish to limit ourselves.
For the functions y;(x) searched for the sequence of codes has the form

foi) =0, o i d+i—1]=1,.., [bi+k—1] =0, 7

foi-i- k] == yio, (i + k-1l =yi,..., i+ k+m— 1] = Yirm-1),
[bi~ k- m] =0, {by.- +hk4+m-p1]=0,..., [bi+k+ M =0.
Upon completion of all the operations 2) and 3), we shall obtain the
sequence of codes for the left-hand part of the system of Egs.(1):

1("] = l'v"""v RN [Cl' + k- l] = Fl‘mhn [Ci + k] = I = O, (8)

fei+h+1)=Fa=0, ..., [ci+k4m—1] = Fymy=0,
le; + k 4+ m] == Fimo, [ci+k+m+1]1=0, ..., [ecc+ k+ M] =0
Zeres fomm in the locations {¢y + k) to (¢i + k + m— 1), while 1in the
locations from (c¢i) to (¢j + k— 1) and (cy + k + m) there are formed the
cocfficients of linear algebraic equations:
Flmo + Flml!/lm + e + Fimh.’/hm = 0,
S 9
Fymo -+ Fhmi(/im + ... [')nnh_’lhm = Q.

Upon solution of system (9) y;, are dispatched into locations (b; + k + m).
Subscquently, all the operations are repeated for the polynomials of (m + 1)-th
power: we find Yi(m + 1) ard so forth.

3. Specialized Program for Action with Series

The shaping (8) consists of sequential operations over polynomials of
m-th power; the result of cach operation is also a polynomial of m-th power of
(x — x ), which appears in thc computer storage in the form of sequence of



codes (0). We propose below an assortment of standard operations, of which

the combination allows us the programming of computation (8) for a wide class
of differential equations:

'l) A,"[I] -+ Bm[x] == C"l[x]v
2) 4’1m[I] - Bm[zl = C"I[I}'

3) A,,.[I.]r = Cm[.l'],
4) Awlz](z — )P = Cm[x]-
5) Awm[z]Bmlz] = Cylz],
6) (z — 70) = Am[z] = Cmlz],
7) sin Am|z] = Cm[z],
8) cos Am[z] = Cm[z],
9) exp {Am[z]} = Cnlz],
10) In A, [z] = Cmlz],
11) arc sin A, [z} == Cm|z],
12) e A 2] = C,,,[I],
13) are tg Am[z] = Cmlrx];

here r is a constant number, p is a whole number, p>1.

A special block is programmed for each of these 13 operations, which
fulfills the giten standard operation. When manupulating the block, the requi-
red information is fed to it: the muber of equations k, the power m of poly-
nomials, the start addresses of code sequences for polynomials </,.> (Bm),
{Cwmy>, the address r for the block 3), the number p for the block 4).

Let us pause briefly on principles of block construction. The blocks
1) - 0) arc formed elementarily and call for no comments. Note only that in
systems which transform to the form (3), the differentiation is always attended
by multiplication by (x — xo) and hence the specification of operation 6).

In the remaining blocks we are required to find the function of the series
that is, a complex functions from the independent variable ¢--o{v[x]};

1

¢ ] = ¢ l.\.=x.+“£l . (x—xo)-f-...-i--%-:lix(f IR CAat L
For great n the (orm of derivatives dly /dxm is quite complex:

B do dad» dv
de . dv dz’
d*p dxb s do\t  db db
T dor (711:) “dv dz?’
R " (dv\? a0 dv d*v dd dv
AT de (’di ) d* dz dz* | dv dzd '’

.
. .

dng  d® sdoyr . dD _rdv dw an-Hiy
¢ ( )+ [

——— = e e = .. T Ty Ty ey '_—:__‘
drn dvon \ dr. du! dr = dx? dzn—H



The functions V have a cumbersome character, and because of their form
the recurrent relations, practical for programmings, could not be obtained.

When programming blocks 7) - 11), another approach was utilized. First
we shall expand ¢ in series by v in the neighborhood of vy, which is the
value of v for x = x;:

dod 1 d*®
(p[l)]:(l)lr=',°+—a— (U—Uo)+...+“—‘

U ) p—r, nl don by,

(v=v)n+.... (10)

The values of dN o/dv  for the functions of sin v, cos v, eV, 1n v, arc sin v
were computed by simple formulas or by recurring links, practical for the pro-
gramming; (v — vy) is a well known series of v[x] without free temm:

vty =0v(x — o) + ...+ (T —T0)"+....
When {orming (v —-vo)n, the block 5).

The blocks 7) - 11) consist of two parts. In the first part, different
for the various blocks, we compute the derivatives dn /dv'. In the second
part, common for the blocks 7) - 11), actions are performed by formula (10),
the terms with identical powers (x — xg) are grouped and the powers (x — Xp)
greater than m are rejected.

The blocks 12), 13) are formed as combinations of blocks described earlier
and the computations are conducted by the well known trigonometric formulas
tgv = siny. arc tg v = arc sin ————
g cosv Y1+ v?
Besides the standard blocks 1) - 13), the decipherable and tuning sub-
programs must be include in the specialized program. The decipherable sub-pro-
gram allows us to organize the conversion to standard blocks with the aid of
one code (for three-code computers), containing a part of the required infor-
mation: the initial addresses of sequences of polynomial codes and the number
ol the standard block (and also for the block 3) and p for the block 4)).
The remainder of the required information, common for all blocks, that is, the
number of equations, k, the power of polynomials, m (or the ordinal number of
the coefficients being computed) is communicated to standard blocks by the
tuning sub-program. It is necessary to foresee in the basic (operational)
program the solution of the system of linear algebraic equations (9) and the
substitution of the coefficients found into (7).

The operational program for the solution of the ordinary differential
cquations by the method of expansion in power series (in the presence in
computer storage of the specialized program for action with series) is in
its size not larger than the standard operational program for the numerical in
te ration of the very same system of differential cquations by steps. When
composing the operational program, onc must write only the transformation codes
to standard blocks, fores o the transformations to deciphering, tuning sub-
programs and to the program f{or the solution of the system of algebraic equa-
tions, organizing the cycle by m. As a result, the computer determines



the numerical values of the coefficients for the series sought for of any
ordinal number m (the programmer not writing formulas for Yim) -

4. Utilization of the Specialized Program for the Solution of

Certain Problems.

The author composed a specialized program for the electronic computer.
It was utilized during the solution of a system of two differential equations
of second order of a rather cumbersome form (see [2]). At x = x¢9 = 0, the
system of equations had a singularity, namely, a fixed singular point. The
expressions for the second derivatives as x + 0 represented an uncertainty of
the form o(x?)/o(x?). The numerical integration of such a system by steps in
the neighborhood of the point x = 0 is impossible. The solution of this sys-
tem in the neighborhood of a singular point 0 << z < x,. was obtained with the
aid of a specialized program for actions with series. For x > x; the same
system was resolved by the Adams method.

The expansion of the solution in converging power series is also possible
in the neighborhood of mobile singular points of a certain form along the so-
called exclusive directions determined by the character of the singularity.

In some boundary value problems ( to which, for example, is reduced the
solution of gas dynamics problem of supersonic flow past a blunt body by in-
tegration methods, see [3]) the condition at the second mobile end is the
passage of the integral curve through a singular point (saddle type). This
condition may be fulfilled by assorting a certain parameter given at the first
end at solution of the Cauchy problem. The selection of the parameter is mate-
rialized as a result of sticking the numerical solution of the Cauchy problem
at a certain distance from the singular point with the expansion of the solution
in series in the neighborhood of the singular point. This''sticking together"
is a rather delicate operation, for if we dispose of a rather small number of
terms of the series, the sticking will have to be carried out in the direct
neighborhood of the singular point, where significant errors may occur during
the numerical integration by steps.

The utilization of a specialized program for actions with series allows
us to dispose of a sufficient number of terms of series, so that such a !"stick-
ing together' may be conducted at a significant distance from the singular
point, where the numerical integration by steps is sufficiently >recise.

The specialized program may be also utilized during the compilation of
tables for certain special functions constituting power series. Obviously,
substitution of variables must be made beforehand in the equation, allowing us
to separate the singularity from the solution. (For example, for the Bessel
equation z%y” 4 zy’ -~ (22 — p?)y = 0 such a substitution will be y = xPu).

In conclusion the author expresses his gratitude to M. D. Ladyzhenskiy
for useful discussions concerned with the application of a specialized pro-'
gram for concrete problems.

x%% 1T HE E ND #%x=x
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ADDENDUM

After the manuscript has been sent to printer, the author took cogni-
zance of the work [4], where a program is worked out for the analytical dif-
ferentiation of clementary functions, and on its basis *he problem is resolved
of series construction for finding the solution of a single differential equa-
tion resolved relative to the senior derivative.

Expounded in the present work are the principles of programming a method
ol indeterminate coeflicients {or systems of ordinary nonlinear differential
cquations ol the type, when the coefficients of series, beginning from a certain
number, arce determined {rom systems of linear algebraic equations.

Manuscript received
on 11 January 1963.
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